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DERS BILGI PAKETI

Derin Ozellik Miihendisligi

Dersin Adi Derin Ozellik Mihendisligi
Dersin Kodu BIL-XXX

Dersin Turi Segmeli

Dersin Seviyesi Yuksek Lisans

Dersin Dili Turkce

Dersin Kredisi 3 (Teorik: 3, Uygulama: 0)
AKTS Kredisi 6

Ders Saati Haftalik 3 Saat

On Kosul Makine Ogrenmesi, Yapay Zeka veya Derin Ogrenme
derslerinden en az birini almis olmak

Dersin Sorumlusu Dog¢. Dr. Mehmet Baygin

Bilgisayar Muhendisligi

Dersin Amaci

Bu dersin amaci, makine 6grenmesi ve derin 6grenme tabanh sistemlerde kullanilan 6zellik
ctkarimi ve 6zellik muhendisligi yaklagimlarini kuramsal ve uygulamali dizeyde ele almak; derin
Ozelliklerin tasarimi, dénustirdlmesi, secilmesi ve yorumlanmasina yonelik ileri duzey bilgi ve
becerileri 6grencilere kazandirmaktir. Dersin ilk haftalarinda, derin 6grenmenin temel yapi taglar
olan konvolUsyon islemleri, aktivasyon fonksiyonlari ve katmanl ag yapilari dogrudan kodlama
yoluyla ele alinarak, égrencilerin derin modellerin i¢ mekanizmalarini somut olarak kavramasi
hedeflenmektedir.

Dersin igerigi

Bu ders; derin 6grenmenin temel bilesenlerinin kodlama temelli olarak &gretilmesi, 6zellik
muahendisliginin kuramsal altyapisi, veri temsili ve 6znitelik uzaylari, derin sinir aglari ile otomatik
Ozellik cikarimi, 6nceden egitiimis modeller, transfer 6grenme, c¢oklu 6zellik fizyonu, boyut
indirgeme, Ozellik secimi, agiklanabilirlik ve alan-bagimli derin 6zellik muhendisligi konularini
kapsamaktadir. Dersin odak noktasi konvolusyonel ve oOznitelik-temelli derin modellerdir.
Goruntu, sinyal, metin ve tablosal veriler Uzerinde derin 6zellik gikarimina yénelik uygulamalar
gergeklestiriimektedir.
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Dersin Ogrenme Kazanimlari

No Ogrenme Kazanimi

OK1  Ozellik mihendisliginin makine égrenmesi ve derin 6grenme sistemlerindeki roliini
kavrar.

OK2  Klasik ve derin ézellik gikarim yaklagimlarini karsilastirmali olarak analiz eder.

OK3  Derin sinir aglari kullanarak farkl veri tirleri igin 6zellik vektérleri olusturur.

OK4  Onceden egitilmis modeller ve transfer 6grenme tabanli 6zellik gikarimini uygular.
OK5 | Ozellik secimi ve boyut indirgeme yontemlerini derin ézellikler Gizerinde kullanir.
OK6  Coklu 6zellik fiizyonu ve hibrit dzellik temsilleri tasarlar.

OK7  Derin dzelliklerin yorumlanabilirligini ve agiklanabilirligini degerlendirir.

OK8  Alan-6zel problemler icin uygun 6zellik mihendisligi stratejileri gelistirir.

Haftalik Ders Plani

1 Derin 6grenmeye giris ve hesaplama temelleri (vektoér, matris, tensoér islemleri -
kodlama)

2 Konvolisyon iglemi, filtreler ve 6zellik haritalari (manuel ve kitliphane tabanli
kodlama)

3 Aktivasyon fonksiyonlari (ReLU, Leaky ReLU vb.) ve dogrusal olmayanlk
(kodlama)

4 Katmanli ag yapilari ve ileri besleme mantigi (from-scratch uygulamalar)

5 CNN tabanli derin 6zellik gikarimi (gorinti verisi)

6 Onceden egitilmis modeller ve transfer 6grenme ile 6zellik gikarimi

7 Derin 6zellik temsilleri ve ara katman analizleri

8 Ara Sinav

9 Derin 6zelliklerde boyut indirgeme yontemleri

10 Ozellik segimi ve 6zellik énem analizi

11 Coklu 6zellik flzyonu ve hibrit 6zellik muhendisligi yaklagimlari

12 Aciklanabilir yapay zeka ve derin 6zelliklerin yorumu

13 Alan-bagimli derin dzellik mihendisligi uygulamalari

14 Proje sunumlari ve genel degerlendirme

Ogretim Yéntem ve Teknikleri

Anlatim, érnek olay incelemesi, uygulamali laboratuvar galismalari, proje tabanli 6grenme,
tartisma, gosterim ve uygulama.
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Olgme ve Degerlendirme

Degerlendirme Tiirii Sayi Katki (%)
Ara Sinav 1 30
Dénem Projesi / Odevler - 30

Final Sinavi 1 40
Toplam - 100

Dersin Program Ciktilarina Katkisi

No Program Ciktisi ' Katki Diizeyi
PC1 Matematiksel ve istatistiksel temelleri ileri diizeyde kullanabilme | 5 - Cok Yiksek
PC2  Makine 63renmesi ve yapay zeka sistemleri tasarlayabilme 5 - Cok Ylksek
PC3  Veri analizi ve modelleme yetkinligi kazanma 5 - Cok Ylksek
PC4  Arastirma ve problem ¢bézme becerisi gelistirme 4 - Yiksek
PC5  Bilimsel ve etik ilkelere uygun galisma yuritebilme 3 - Orta

PC6  Disiplinlerarasi ¢alismalara katkida bulunabilme 4 - Yiksek

Ogrenme Kazanimlari - Program Ciktilan iliski Matrisi

PC1 PC2 PC3 PC4 ' PC5 PC6

OK1 X X X

OK2 X X X X

OK3 X X X X
OK4 X X X X
OK5 X X X X

OK6 X X X X X
OK7 X X X X X
OKs8 X X X X X X

AKTS is Yiikii Tablosu

Etkinlik Siire (Saat) Toplam i
Yiikii

Teorik Ders 14 3 42

Ders Disi1 Calisma 14 4 56

Odev / Proje 2 20 40
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Ara Sinav Hazirlik 1 20 20

Final Sinavi Hazirlik 1 25 25

Ara Sinav 1 2

Final Sinavi 1 2

Toplam is Yiikii 187 Saat

AKTS Kredisi (Toplam s Yiikii / 30) 6
Kaynaklar

Temel Kaynaklar:
1. Goodfellow, I., Bengio, Y., Courville, A. (2016). Deep Learning. MIT Press.

2. Géron, A. (2019). Hands-On Machine Learning with Scikit-Learn, Keras & TensorFlow.
O'Reilly Media.

3. Bishop, C. M. (2006). Pattern Recognition and Machine Learning. Springer.

Yardimci Kaynaklar:
1. Chollet, F. (2021). Deep Learning with Python. Manning Publications.
2. Guncel bilimsel makaleler ve agik kaynak kitiphaneler (TensorFlow, PyTorch, Keras).

3. Ders sorumlusu tarafindan paylasilan sunum ve notlar.
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COURSE INFORMATION PACKAGE

Deep Feature Engineering

Course Name Deep Feature Engineering

Course Code BIL-XXX

Course Type Elective

Course Level Graduate (Master's Degree)

Language Turkish
Credit 3 (Theory: 3, Practice: 0)
ECTS Credit 7.5

Class Hours 3 Hours per Week

Prerequisite Having completed at least one of Machine Learning, Artificial
Intelligence, or Deep Learning courses

Instructor Assoc. Prof. Dr. Mehmet Baygin

Department Computer Engineering

Course Aim

The aim of this course is to provide advanced theoretical and practical knowledge on feature
extraction and feature engineering approaches used in machine learning and, in particular, deep
learning-based systems. The course focuses on the design, transformation, selection, and
interpretation of deep features. In the initial weeks, fundamental building blocks of deep learning—
such as convolution operations, activation functions, and layered network structures—are
introduced through hands-on coding to ensure a concrete understanding of the internal
mechanisms of deep models.

Course Content

This course covers coding-based instruction of fundamental deep learning components, the
theoretical foundations of feature engineering, data representation and feature spaces, automatic
feature extraction using deep neural networks, pre-trained models, transfer learning, multi-feature
fusion, dimensionality reduction, feature selection, explainability, and domain-specific deep
feature engineering. The primary focus is on convolutional and feature-centric deep models.
Practical applications are conducted on image, signal, text, and tabular data.
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Course Learning Outcomes

No Learning Outcome

LO1 Comprehends the role of feature engineering in machine learning and deep learning
systems.

LO2  Comparatively analyzes classical and deep feature extraction approaches.

LO3 | Creates feature vectors for different data types using deep neural networks.

LO4 | Applies feature extraction based on pre-trained models and transfer learning.

LO5 Uses feature selection and dimensionality reduction methods on deep features.

LO6  Designs multi-feature fusion and hybrid feature representations.

LO7 | Evaluates interpretability and explainability of deep features.

LO8 Develops appropriate feature engineering strategies for domain-specific problems.

Weekly Teaching Schedule

Week

Topic

Introduction to deep learning and computational foundations (vector, matrix, tensor
operations - coding)

2 Convolution operation, filters, and feature maps (manual and library-based coding)
3 Activation functions (ReLU, Leaky RelLU, etc.) and non-linearity (coding)

4 Layered network structures and feedforward logic (from-scratch implementations)
5 CNN-based deep feature extraction (image data)

6 Feature extraction with pre-trained models and transfer learning

7 Deep feature representations and intermediate layer analysis

8 Midterm Exam

9 Dimensionality reduction methods for deep features

10 Feature selection and feature importance analysis

11 Multi-feature fusion and hybrid feature engineering approaches

12 Explainable Al and interpretation of deep features

13 Domain-specific deep feature engineering applications

14 Project presentations and overall evaluation

Teaching Methods and Techniques

Lecture, case study, hands-on laboratory work, project-based learning, discussion, demonstration
and practice.
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Assessment and Evaluation

Assessment Type Number Contribution (%)
Midterm Exam 1 30

Term Project / Assignments - 30

Final Exam 1 40

Total - 100

Contribution to Program Outcomes

No Program Outcome Contribution
Level

PO1  Advanced use of mathematical and statistical foundations 5 - Very High
PO2  Design machine learning and artificial intelligence systems 5 - Very High
PO3  Gain competence in data analysis and modeling 5 - Very High
PO4  Develop research and problem-solving skills 4 - High

PO5  Conduct work in accordance with scientific and ethical principles = 3 - Medium
PO6  Contribute to interdisciplinary studies 4 - High

Learning Outcomes - Program Outcomes Matrix

PO1 PO2 PO3 PO4 ' PO5 PO6

LO1 X X X

LO2 X X X X

LO3 X X X X
LO4 X X X X
LO5 X X X X

LO6 X X X X X
LO7 X X X X X
LO8 X X X X X X
ECTS Workload Table

Activity Number Duration Total

(Hours) Workload

 Theoretical Course 14 3 42
 Self-Study 14 4 56
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Homework / Project 2 20 40
Midterm Exam Preparation 1 20 20

Final Exam Preparation 1 25 25
Midterm Exam 1 2

Final Exam 1 2

Total Workload 187 Hours
ECTS Credit (Total Workload / 30) 6

References

Primary References:
1. Goodfellow, I., Bengio, Y., Courville, A. (2016). Deep Learning. MIT Press.

2. Géron, A. (2019). Hands-On Machine Learning with Scikit-Learn, Keras & TensorFlow.
O'Reilly Media.

3. Bishop, C. M. (2006). Pattern Recognition and Machine Learning. Springer.

Supplementary References:
1. Chollet, F. (2021). Deep Learning with Python. Manning Publications.
2. Current scientific articles and open-source libraries (TensorFlow, PyTorch, Keras).

3. Lecture slides and notes provided by the instructor.
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